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Abstract—Cyberbullying is a major problem affecting more
than half of all American teens. Prior work has largely focused
on detecting cyberbullying after the fact. In this paper, we
investigate the prediction of cyberbullying incidents in Instagram,
a popular media-based social network. The novelty of this
work is building a predictor that can anticipate the occurrence
of cyberbullying incidents before they happen. The Instagram
media-based social network is well-suited to such prediction
since there is an initial posting of an image typically with an
associated text caption, followed later by the text comments
that form the basis of a specific cyberbullying incident. We
extract several important features from the initial posting data
for automated cyberbullying prediction, including profanity and
linguistic content of the text caption, image content, as well
as social graph parameters and temporal content behavior.
Evaluations using a real-world Instagram dataset demonstrate
that our method achieves high performance in predicting the
occurrence of cyberbullying incidents.

I. INTRODUCTION

Cyberbullying is an increasingly serious problem in online
social networks. While the research community has begun
to explore automated detection of cyberbullying in social
networks [1], [2], [3], [4], [5], [6], the area of automated
prediction of cyberbullying in social networks remains rela-
tively unexplored. We differentiate between the two in that
cyberbullying detection leverages both initial user data and
later comments by other users to determine, after the fact,
whether cyberbullying has occurred. In contrast, cyberbully-
ing prediction utilizes only initial user data to predict the
occurrence of cyberbullying before it even happens via the
comments of other users. Initial user data may be derived from
a variety of sources, such as the initial post of an image or
video, social graph-based properties, and temporal properties,
that are available before the subsequent text-based discussions
or comments from which cyberbullying may arise.

Cyberbullying prediction is useful in a variety of dimen-
sions. First, prediction can be used to perform targeted, hence
efficient and scalable, detection of cyberbullying in large
social networks. Classification is often compute-intensive, and
executing a cyberbullying classifier every time a new text
comment arrives in a large social network with hundreds of
millions or even billions of users would be impractical from
the point of view of scalability. The social network provider
would need a large and costly number of servers devoted
just to cyberbullying classification. Instead, if we can target

computational resources more efficiently to focus on the most
likely discussions that may be prone to cyberbullying, then this
can substantially reduce the cost of cyberbullying detection.
Cyberbullying prediction provides the ability to estimate in
advance those users or media sessions whose discussions may
result in cyberbullying. Therefore, we can efficiently focus
our computational resources on these most vulnerable users or
media sessions, rather than applying a brute force classification
approach to all comments.

Cyberbullying prediction is further useful for identifying
in advance users who may be the most vulnerable victims
of cyberbullying. As a result, such vulnerable users may be
forewarned to protect themselves from potentially negative
incoming comments. Also, if the vulnerable users are minors,
then their parents may be warned a priori that their children
may be more likely victims of cyberbullying. Other resources
such as counseling and suicide prevention may be provided to
users who are predicted as possible cyberbullying victims.

Facebook, Twitter, YouTube, Ask.fm, and Instagram have
been listed as the top five networks with the highest percentage
of users reporting experience of cyberbullying [7]. Instagram
is of particular interest as it is a media-based mobile social
network, which allows users to post and comment on images.
Cyberbullying in Instagram can happen in different ways,
including posting a humiliating image of someone else by
perhaps editing the image, posting mean or hateful comments,
aggressive captions or hashtags, or creating fake profiles
pretending to be someone else [8]. Figure 1 illustrates a
typical profile on Instagram that we use for the prediction of
cyberbullying. The user names in the figure are anonymized
by circles due to privacy reasons. The rectangles in the figure
highlight some of the features that we use for cyberbullying
prediction, such as post-time (i.e., this particular photo was
posted 49 weeks ago), media caption (i.e., “Nia Liked! (Yes,
I am active)”), and the first few comments highlighted by
the big rectangle. At Instagram, a user first posts an image
with an accompanying text caption. We also see that the user
exhibits some graph-based linkages to other users in the social
network, e.g., through the user’s followers and the people
followed by the user. All of these a priori information – the
image, its caption, graph properties like number of followers
and followings, total number of shared media, etc – is known
before the first comments are posted in response to the initial
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image. These are the types of features that we utilize in our
prediction algorithm.

Fig. 1. An example of a typical image post and discussion on Instagram.

We believe that our research is the first to explore predic-
tion of cyberbullying in media-based social networks. In the
following, we describe related work in Section II, our data
collection and labeling methodology in Section III, design
and evaluation results of our prediction algorithm in Section
IV. Since accurate prediction enables more targeted detection,
we also describe the results from the design of a detection
algorithm for cyberbullying in Section V. We finish the paper
with a discussion and summary of conclusions.

II. RELATED WORK

The research literature has proposed a variety of approaches
for detecting cyberbullying using features such as user context
[9], gender information [10], lexical features [11] and graph
properties [1]. Textual content has been a major factor in
detecting potential cyberbullying instances in online social
networks [6], [5], [12], [13], [14], [15], [3], [16]. These
works have largely applied a text analysis approach to online
comments, since this approach results in higher precision
and lower false positives than simpler list-based matching of
profane words [17].

Prediction of cyberbullying in the Instagram social network
has been proposed in [18] but it focused more on detection
rather than prediction because the classifier took as features
all the comments associated with a particular media to make
a decision. To the best of our knowledge, no previous work
has been done in terms of predicting the onset of potential
cyberbullying in a multi-modal online social network like
Instagram, where a user shares an image/media and other
users’ comments come streaming in as the discussion unfolds.
We believe that it is imperative to predict the potentiality of
a shared media session in multi-modal online social networks
when it is at its nascent stage (i.e., only the initial posting
is available, which on Instagram equates to the image-content
and text caption) to facilitate efficient and effective detection
and/or monitoring of cyberbullying. Towards this end, it has

been observed that certain image-contents like “drug” are
highly correlated to cyberbullying and categories such as
“tattoo” and “food” are not [19], whereas other researches
have reported that gender, age and previous bullying and/or
cyberbullying (both perpetrator and victim) experiences are
highly correlated to being involved in cyberbullying later [20].

III. DATA COLLECTION

Starting from a random seed node, we identified 41K
Instagram user ids using a snowball sampling method via
the Instagram API. Among these Instagram ids, 25K (61%)
users had public profiles while the rest had private profiles.
Due to the limitation on the private profiles’ lack of shared
information, the 25K public user profiles comprise our sample
data set. For each public Instagram user, the collected profile
data includes the media objects (videos/images) that the user
has posted and their associated comments, user id of each user
followed by this user, user id of each user who follows this
user, and user id of each user who commented on or liked
the media objects shared by the user. We consider each media
object plus its associated comments as a media session.

Labeling data is a costly process and therefore in order
to make the labeling of cyberbullying more manageable, we
sought to label a smaller subset of these media sessions. First,
to have a higher rate of cyberbullying instances, we considered
media sessions with at least one profanity word in their
associated comments. We tag a comment as “negative” using
an approach similar to [21]. For this set of 25K users, 3,165K
unique media sessions were collected, and 697K of these
sessions have at least one profane word in their comments
by users other than the profile owner. The profane words we
used were obtained from a dictionary [22], [23].

In addition, we needed media sessions with enough com-
ments so that labelers could adequately assess the frequency
or repetition of aggression, which is an important part of the
cyberbullying definition. We selected a threshold of 15 as the
lower bound on the number of comments in a media session,
based on the observation that the average number of comments
posted by users other than the profile owner in an Instagram
profile is around 16 [24].

Labeling process for media session with non-zero negativity
is provided in our previous paper [19] with a thorough analysis
of the result. When selecting data for labeling, we chose all
922 media sessions with more than 40% negativity (Set40+),
i.e., 40% of the comments of a media session contain at least
one profane word. For media sessions whose comments have
non-zero but less than 40% negativity, we randomly selected a
set of 1,296 media sessions (Set0+). These two sets were pre-
filtered based on text analysis to contain profanity. Meaning
they were selected based on knowledge about the comments.
For the purpose of prediction of cyberbullying incidents, we
need to augment these two sets of labeled media sessions to
also include media sessions whose comments do not contain
any profane word (Set0). This will create a labeled data set
that is independent of the content of text comments, namely
profanity, and hence usable for prediction, which will not have
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access to comment contents. In evaluating the performance of
the classifiers, we will look at the result of these three sets
separately.

Therefore, we randomly selected 1,164 media sessions from
the ones with no profanity usage with the criteria of having
more than 15 comments and labeled the new set by the same
methodology as provided in our previous paper [19]. This
methodology is comprised of first training the labelers on
CrowdFlower with the definition of cyberbullying, requiring
the labelers to pass a set of questions (quiz mode), subjecting
labelers to random test questions while labeling (work mode),
and imposing a minimum threshold time for labeling. In total
80 contributors worked on the quiz mode, 68 passed, 11 failed
and 1 gave up. Among the 68 contributors, 9 were further fil-
tered out during the labeling process, because they either failed
the work mode or rushed through their labeling process (i.e.,
less than the threshold time for labeling). Labeled data was
obtained from the remaining 59 trusted contributors. We also
labeled the image contents of the new set of media sessions.
Table I shows the statistics related to this labeling process.
Furthermore, across all three datasets, we only consider the
media sessions whose labeling had a confidence level of more
than 60%. More details about the labeling statistics of set40+
and set0+ can be found in our previous paper [19].

TABLE I
LABELING PROCESS STATISTICS FOR MEDIA SESSIONS WITH NO

NEGATIVITY. TRUSTED JUDGMENTS ARE THE ONES MADE BY TRUSTED
CONTRIBUTORS.

Trusted Judgments 5,638
Untrusted Judgments 72
Average Test Question Accuracy of Trusted
Contributors

82%

Labeled Media Sessions per Hour 8

Table II shows the user social graph measurements for the
labeled media sessions across all three sets. We differentiate
cyberbullying from cyberaggression as a stronger and more
specific type of aggressive behavior that is carried out repeat-
edly against a person who cannot easily defend himself or
herself, creating a power imbalance. We observe that the p-
values are all less than 0.1 for followers and following, which
suggests that these features will be helpful in cyberbullying
prediction.

TABLE II
MEAN VALUES OF SOCIAL GRAPH PROPERTIES FOR CYBERBULLYING

VERSUS NON-CYBERBULLYING SAMPLES AND CYBERAGGRESSION
VERSUS NON CYBERAGGRESSION, (∗∗p < 0.05, ∗p < 0.1 OF APPLYING

T-TEST).

Label *Media objects *Following Followers
Non-cyberbullying 1,157.8 721.7 **398,283.7
Cyberbullying 1,198.3 626.5 **465,376.1
Non-cyberaggression 1,152.6 724.4 *393,901.6
Cyberaggression 1,204.3 640.3 *440,403.6

Given this collected labeled data, in the next sections we
design and evaluate multimodal classifiers that extend beyond

merely the text dimension to further incorporate image-based
features and user properties for predicting and detecting cy-
berbullying.

IV. PREDICTION OF CYBERBULLYING INCIDENTS

Monitoring all social network users for cyberbullying is very
costly and not feasible for large social networks. Relatively
simple List-based detection based on finding only negative
words is relatively simply but have high false positives and
low true negatives. As a result, more sophisticated yet more
compute-intensive classifiers are needed. Predictive filtering
gives us the flexibility to either devote fewer computational
resources to the cyberbullying classification task, or for the
same number of servers devote more intensive and sophisti-
cated classification.

We consider Instagram as a social network that is especially
interesting to study in terms of the benefits of prediction,
because of its structure in which the media object is posted
first, followed by the discussion comments. What features
can we base our prediction upon? In our previous work [19]
we observed there is a correlation between non-text features
and text features. This finding was our main motivation to
consider non-text features for predicting the ensuing comments
in a media session. As such, we base our prediction only on
the initial posting of the media object, any image features
derived from the object, and any properties of the media
session observed at or before that posting time. These include
the post time itself, the associated text caption’s content, the
profile owner’s social graph properties, including the number
of followers and following and the total number of shared
media objects.

Each media session in the three introduced sets was labeled
by five CrowdFlower contributors. A majority vote criterion
was employed to determine whether a media session consti-
tuted cyberbullying [19]. To design and train the classifier,
five-fold cross-validation was applied to the data such that
80% of the data was used for training in each run and 20%
was used for testing. For the dataset Set40+, we found that
49% of the media sessions were labeled as non-cyberbullying
and 51% as cyberbullying. For the dataset Set0+, we have
15% non-cyberbullying and 85% cyberbullying examples. The
Set0, whose media sessions have no negative words, contained
no examples of cyberbullying. To achieve a balanced training
data set, we over-sampled the minority class of data labeled
as cyberbullying.

We applied a logistic regression classifier to train a predictor
with the forward feature selection approach. It is interesting
that using only the image content feature, for Set0+, 98% of
cyberbullying incidents were captured. The false positive rate
for Set0 is 24%. Next adding graph properties will increase
the F1-measure for both Set0+ and Set40+. There is a big drop
from 24% false positive rate to only 5% within Set0. Adding
the number of media objects does not have a big impact on
any of the performance metrics for any of the sets. Table III
provides the results for each of the three sets. It shows that
cyberbullying incidents can be predicted with 0.99 recall for
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Set0+ and 0.61 recall for Set40+. The best false positive rate
over Set0 is 3% , using only the image contents, media and
user meta data based on a ridge regression classifier.

In addition, we were interested to explore if prediction could
be improved using only a limited set of early comments, not
the complete set of comments for a media session. Hence we
also show in Table III the results of prediction using the first
15 comments. We see that our predictor is able to improve its
recall for Set0+ and Set40+ to 0.72 and 1.0 respectively using
a logistic regression classifier. The false positive rate over Set0
has reduced to 1% with the help of text features.

V. DETECTION OF CYBERBULLYING INCIDENTS

Since effective prediction enables better targeted detection,
we were interested in applying a similar methodology as in
the prediction section to the training and testing of a detector.
This distinction is of course the detection algorithm benefits
from having access to the text comments from the discussion.

In this section we only work on the data with non-zero
negativity. The idea comes from having a first layer predictor
with near to zero false positive. Based on our analysis in
our previous paper [19], we evaluated three types of features,
namely those features obtained from the content of comments,
those derived from shared media objects, and those obtained
from user graph properties of the profile owner, such as the
number of followers or followings. For the text features, we
removed characters such as “!”, “>”, etc, as a preprocessing
step. We first focused on unigrams and bigrams. I will remove
this sentence: LIWC categories are derived from unigrams and
hence implicitly included as part of this text analysis. Next,
we removed stop words such as “and”,“or”, and “for”. Finally,
each feature vector was normalized by removing the mean zero
and scaling to unit variance. In this section we focus on using a
ridge regression classifier to be able to interpret the capability
of the features in detection of cyberbullying.

Table IV illustrates the improvement of the results for
different features. As we can see, the ridge regression classifier
based on text-based unigrams and bigrams achieves the high-
est recall (0.54) for the Set0+ set and 0.83 recall on Set40+
with more than 200,000 dimensions. However, many of the
features with high score have high correlation. For example,
there is 0.55 correlation between “shit” and “bitch”, 0.47
correlation between “u” and “ugly”, and 0.58 correlation be-
tween “dumb” and “stupid”. These high correlations caused
the colliniarity problem in logistic regression classification.
By reducing the number of dimensions to 10 (see Table V),
we obtained better results in both sets. More specifically, the
reason is due to the high correlation of unigram features,
which causes the collinearity problem. To choose the final
10 dimensions, we first remove the words with close-to-zero
coefficients. Next, in a backward feature selection approach,
we keep removing the variables with high correlation, high
p-value and small coefficient, and check the F1-measure after
each removal to make sure it will not degrade the performance
of the model.

In addition, a variety of non-text features were evaluated, in-
cluding those features extracted from user behavior (number of
shared media objects, following, followers), media properties
(likes, post time, caption) and image content. For example,
we investigate the feature corresponding to the number of
words. However, adding this feature does not provide any
value to the classifier performance. It was observed that the
number of words is considerably higher for examples of
cyberbullying. The reason is the high correlation between
the number of words and a set of variables with positive
coefficients, namely “bitch”, “fuck”, “gay”, “hate”, “shut”,
“suck”, “ugly”. Similarly, we considered the “time interval”
variable, i.e., the mean time between posts. This variable also
has high correlation with cyberbullying indicator words and
does not add to the classifier performance. Both of these
support our correlation analysis for “time interval” and “word
count”. Another feature related to the media session is the
number of likes the image has received, however it does not
provide any improvement with a very small coefficient in the
model.

We then considered the image content features. We first
remove the features with small coefficient, then examine the
correlations. “sick” has positive coefficient and has been seen
a lot with Tattoo images. We observe positive correlation be-
tween Tattoo and sick. Drugs, Bike and Tattoo are the features
with highest percentage for cyberbullying/non-cyberbullying
sessions. However, these features are also correlated highly
with text features and were unable to improve the classifier’s
performance.

Besides media session related features, we also considered
user related features, including total shared media objects,
followers and followings. Total number of media is negatively
correlated with words with positive coefficients, meaning it
has a higher percentage for cyberbullying incidents. Due to the
high correlation and collinearity problem, it causes the perfor-
mance of the classifier to decrease. Considering follows and
followings does not provide any improvement either. There
was no significant correlation between these two features and
other text features. We should recall the t-test over the mean
value of these two features had high p-value, suggesting that
there is no significant difference between the values of these
features for cyberbullying and non-cyberbullying classes.

For the results provided in Table IV, threshold 0.5 was used
for assigning a label to each class. However, by changing the
threshold we can tune it to obtain appropriate precision and
recall depending on how we are going to use the output of the
classifier. Figures 2 and 3 provide the ROC curve for Set40+
and Set0+. The AUC (Area Under Curve) for each set is 0.91
and 0.87 respectively which are reasonably good results.

VI. DISCUSSION

While this paper has introduced prediction of cyberbully-
ing in a media-based mobile social network, there remain
a number of areas for improvement. One theme for future
work is to improve the performance of our classifier. New
algorithms should be considered, such as deep learning and
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TABLE III
CYBERBULLYING PREDICTION’S CLASSIFIER PERFORMANCE. USER PROPERTIES ARE FOLLOWERS, FOLLOWING AND TOTAL NUMBER OF SHARED MEDIA

OBJECTS.

Features Set F1-measure Precision Recall False Positive
Image content Set40+ 0.56 0.62 0.51 0.37
Image content Set0+ 0.27 0.15 0.98 0.83
Image content Set0 - - - 0.24

Following, Image content Set40+ 0.62 0.68 0.51 0.18
Following, Image content Set0+ 0.37 0.23 0.91 0.48
Following, Image content Set0 - - - 0.03

Followers, Following, Image content Set40+ 0.68 0.75 0.60 0.22
Followers, Following , Image content Set0+ 0.42 0.28 0.88 0.34
Followers, Following, Image content Set0 - - - 0.05

Media objects ,Followers, Following, Image content Set40+ 0.69 0.77 0.62 0.21
Media objects ,Followers, Following, Image content Set0+ 0.45 0.31 0.87 0.3
Media objects ,Followers, Following, Image content Set0 - - - 0.04

Post time ,User properties, Image content Set40+ 0.67 0.76 0.61 0.22
Post time ,User properties, Image content Set0+ 0.52 0.38 0.88 0.23
Post time ,User properties, Image content Set0 - - - 0.04

Caption ,Post time ,User properties, Image content Set40+ 0.67 0.76 0.61 0.22
Caption,Post time ,User properties, Image content Set0+ 0.57 0.40 0.99 0.23
Caption ,Post time ,User properties, Image content Set0 - - - 0.03

Early Comments, Caption,Post time ,User properties, Image content Set40+ 0.75 0.78 0.72 0.22
Early Comments, Caption,Post time ,User properties, Image content Set0+ 0.66 0.50 1.00 0.14
Early Comments, Caption,Post time ,User properties, Image content Set0 - - - 0.01

TABLE IV
CYBERBULLYING DETECTION’S CLASSIFIER PERFORMANCE

Features Dataset F1-measure Precision Recall
unigram Set0+ 0.45 0.54 0.40
unigram Set40+ 0.81 0.87 0.77

unigram, bigram Set0+ 0.5 0.46 0.54
unigram, bigram Set40+ 0.84 0.85 0.83

Reduced feature set (83 words) Set0+ 0.53 0.47 0.60
Reduced feature set (83 words) Set40+ 0.83 0.88 0.77

Reduced feature set (10 words) Set0+ 0.58 0.50 0.68
Reduced feature set (10 words) Set40+ 0.85 0.89 0.81

TABLE V
SELECTED WORDS AS THE INPUT VARIABLES FOR THE CYBERBULLYING CLASSIFIER.

beautiful sick work bitch fuck gay hate shut suck ugly

Fig. 2. ROC curve for detection of cyberbullying incidents with more than
0% negativity.

neural networks. More input features should be evaluated, such
as new image features, mobile sensor data, etc. Incorporating
image features needs to be automated by applying image
recognition algorithms. Temporal behavior of comments for

Fig. 3. ROC curve for detection of cyberbullying incidents with more than
40% negativity.

a posted media should be taken into account in designing the
detection classifier.

In this work we have only considered the image content
and image and user metadata for prediction of cyberbullying.
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However, based on the improvement seen in using a small
number of text comments, we think that considering the
commenting history of users in previously shared media can
prove to be useful.

Another theme for future work is to obtain greater detail
from the labeling surveys. Our experience was that stream-
lining the survey improved the response rate, quality and
speed. However, we desire more detailed labeling, such as for
different roles in cyberbullying identifying and differentiating
the role of a victim’s defender, who may also spew negativity,
from a victim’s bully or bullies. Finally we can cascade our
predictor with a more complicated detection algorithm to make
examining cyberbullying-prone media sessions more scalable.

VII. CONCLUSION

In this work, we have investigated the problem of cy-
berbullying prediction in the Instagram media-based social
network. Using Instagram labeled data, a logistic regression
classifier was used to examine the predication power of diverse
features. We show that the non-text features such as image
and user meta data were central to cyberbullying prediction,
where a logistic regression classifier achieved 0.72 recall and
0.78 precision for Set40+, 1.0 recall and 0.50 precision for
Set0+. The false positive rate for Set0 is as low as 0.01. Our
model aims to detect cyberbullying incidents with non-zero
negativity, Specifically, media sessions with high negativity
can be detected with 0.81 recall and 0.89 precision using only
a 10-dimension feature set extracted from comments. Using
the same model, we achieved 0.68 recall and 0.50 precision
in predicting cyberbullying incidents with less negativity. Fur-
thermore, none-text features (e.g., image content) are available
once a user posts an image at Instagram. Even though non-
text features were not very helpful in cyberbullying detection,
some of them had high correlation with text features, which
gave us the insight of using non-text features in prediction of
cyberbullying incidents.
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